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Abstract. Minimally Adequate Synthesizer (MAS) is an algorithm that syn-
thesizes UML statechart diagrams from sequence diagrams. It follows Angluin's
framework of minimally adequate teacher to infer the desired statechart diagram
with the help of membership and equivalence queries. The purpose of this paper
is to discuss problems related to an practical implementation of MAS.

In order to be able to handle most membership queries without consulting
the user, MAS maintains a structure of strings already known to belong to the
unknown language. User's erroneous answers and mind changes require an imple-
mentation of the structure that is capable of handling backtracking. We sketch
a trie based implementation to allow this.

Moreover, we discuss the interaction between the user and the algorithm
as a medium of improving the algorithm and further decreasing the number of
membership queries needed. Furthermore, we show how MAS can be used to
synthesize sequence diagrams into an edited or manually constructed statechart
diagram. Finally, we extend MAS to handle UML sequence diagrams containing
also other concepts than objects and message calls.

Keywords and Phrases. Software design; Minimally adequate teacher; Syn-
thesis algorithm; UML; Sequence diagram; Statechart diagram.

1 Introduction

The Uni�ed Modeling Language (UML) [14, 15] has been accepted as an indus-
trial standard for specifying, visualizing, understanding, and documenting object-
oriented software systems. In object-oriented analysis and design (OOAD), dy-
namic modeling aims at the description of the dynamic behavior of objects using

1Work supported by the Academy of Finland (Project 35025) and TEKES.
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a variant of a �nite state machine. The UML variant of a state machine is called
a statechart diagram. The semantics and notation used in UML follow Harel's
statecharts [6]. A statechart diagram can be used as a protocol speci�cation,
showing the legal order in which operations of an object may be invoked.

In UML based behavioral modeling, example scenarios are usually given �rst for
\normal" cases, and then for various cases representing \exceptional" behavior.
Such scenarios are visualized as sequence diagrams. Automated support for con-
structing statechart diagrams from sequence diagrams provides considerable help
for the designer. It helps her to quickly shift from constructing example sequence
diagrams to tuning the �nal speci�cation of the behavior as a statechart dia-
gram. Automatic generation of statechart diagrams from variations of Message
Sequence Charts (MSCs) [8] (e.g., UML sequence diagrams) is implemented in
several tools [7, 9, 10, 16, 17].

MAS [11] is an algorithm that synthesizes UML statecharts diagrams from se-
quence diagrams. It uses Angluin's [2] framework of minimally adequate teacher
to infer the desired statechart diagram with the help of membership and equiv-
alence queries. MAS is made practically applicable by interpreting a UML se-
quence diagram as sentences of a language. This interpretation allows the algo-
rithm to conclude the correct answer to most of the membership queries without
consulting the teacher, i.e. the designer. In order to do so, the algorithm main-
tains a trie structure containing all the strings that are known to belong to the
language to be inferred. The implementation of the structure would be easy if
the positive samples once inserted to the structure were always kept there until
the algorithm halts. However, it is reasonable to believe that the designer oc-
casionally makes errors or she may want to change her mind during the design
process. Hence, deletions from the structure are inevitable. Deleting a string
from the structure might have its e�ects to several decisions made by the algo-
rithm. Namely, it is possible that the algorithm has concluded, based on the later
deleted string, that certain other strings cannot belong to the unknown language.
Allowing deletions from the structure makes its maintenance problematic. One
of the purposes of this paper is to show how the data structures of MAS can be
eÆciently maintained under arbitrary deletions.

Interaction with the user is the main advantage of MAS over previously known
synthesis algorithms. Totally automatic synthesis algorithms, e.g., the algorithm
used in SCED [9], may result in a state machine that contains undesired gen-
eralizations. Because MAS consults the user during the synthesis process, the
user can be con�dent that such generalizations do not appear in the resulting
statechart diagram. Moreover, the user can help the synthesis process, for ex-
ample, by marking certain (sub)paths in the statechart diagram as forbidden.
This guarantees that the algorithm does not perform queries containing such a
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subpath more than once, and hence, decreases the number of membership queries
needed. We also discuss the user's possibility to edit the resulting statechart di-
agram. Changing the statechart diagram means that the corresponding changes
must be performed in the data structures from which the statechart diagram was
concluded. Moreover, we will show how sequence diagrams can be synthesized to
an existing, possibly manually constructed, statechart diagram. We also consider
various ways to support the user when she is providing a counterexample after
rejecting a conjecture.

This paper is organized as follows. In Chapter 2 we de�ne the concept of state
determinism required from the resulting statechart diagram. In Chapter 3, we
show how state determinism is taken into account in the synthesis algorithm.
Chapter 4 deals with the data structures used in MAS, especially those allowing
backtracking caused by user's erroneous answers and mind changes. Chapter 5
introduces various methods for transfering additional information to the algo-
rithm in order to decrease the number of membership queries, and study the
operations needed to maintain the consistence between the statechart diagram
and the observation table when the user is allowed to edit the statechart diagram.
In Chapter 6 we extend MAS to handle sequence diagrams containing also other
concepts than objects and message calls. Finally, in Chapter 7 we give some
concluding remarks.

2 Mapping between sequence and statechart di-

agrams

A UML sequence diagram consists of participating objects and messages occur-
ring between these objects. Objects are shown as vertical lines called lifelines
and messages as horizontal arrows extending from a sender object to a receiver
object. Time ows from top to bottom. Spacing is irrelevant, i.e. only the order
of messages matters, not the di�erence between them. UML sequence diagrams
may also contain various other items. These items are discussed in Chapter 6.

Let D be a sequence diagram describing a scenario with an instance I of class C.
The trace originating from D with respect to I is obtained as follows. Consider
the vertical line corresponding to I. Starting from the top, for two successive
messages labeled ei and ej associated with I, where ei is a sent message and ej is
a received message, add item (ei; ej) into the trace. If either of ei or ej is missing,
then add NULL instead. If the explicit deletion of the object (or other kinds of
UML sequence diagram concepts that indicate reaching of a �nal state) is not
shown at the end of the sequence diagram, let the right hand side of the last pair
be V OID. Note that the semantics of the original sequence diagram is preserved.
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Note, that the original sequence diagram remains unchanged. The additions
needed for the statechart synthesis are made to the trace, which is an internal
data structure that stores the information given in sequence diagrams.

An operation call for an object is shown with an arriving call arc in a sequence
diagram. The corresponding return from the operation is shown with a dashed
leaving arc, which is called a return message in UML. All the leaving arcs be-
tween them are internal calls of operations of other objects, and all arriving arcs
are returning counterparts of these calls. Hence, the trace of the operation call
consists of the internal calls shown by leaving arcs. Operation synthesis does not
cause any restrictions or extensions to MAS; only the sequence diagram items to
be read vary. While the synthesis of a statechart diagram for an object is based
on all the sequence diagram items that involve the object, the operation synthesis
is based on only those items between the operation call and the corresponding
return value.

The destruction of an object in UML sequence diagram notation is visualized as
a large cross at the end of a lifeline. It is placed at the message that causes the
object to be destroyed or may be shown with the stereotype << destroy >> [15].
When forming the trace for our synthesis algorithm, the deletion of the object
is speci�ed by the last item (en; DESTROY ED) (instead of (en; V OID)). For
MAS, the end of a sequence diagram is marked with the V OID event, if not
de�ned otherwise. From the point of view of the algorithm, the DESTROY ED
messages (or other indicators of reaching a �nal state) are handled analogously.
When MAS gives the user conjectures, the arti�cial end point indicators (V OID)
and �nal states are omitted but the explicitly speci�ed ones are included. Ignor-
ing the �nal states in the former case can be argued, since the sequence diagrams
do not always show the whole lifetime of the objects.

A trace item (ei; ej) (with respect to C) implies that at a certain point during the
execution of the system, C sends a message ei to some other object and then re-
acts to message ej sent by another object. Thus, we map each sent message with
an action (for simplicity, we do not distinguish activities from actions) performed
in a state and each received message with an event that causes a state change
(and possibly a new action to be performed). For example, corresponding to the
trace item (ei; ej) there is a state with action \do:e1" and an outgoing transition
labelled ej in the state machine. If the receiver of the message can be uniquely
determined from the sequence diagrams, the name of the receiver is ignored for
simplicity. Otherwise, it is included in the name of the message (e.g., Action1 TO
Object1). The receivers cannot be uniquely determined, for instance, in the case
of a broadcast. Analogously, the names of the senders are included in the names
of transitions when the senders cannot be uniquely determined (e.g., Message1
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FROM Object1).

The alphabet A of our inference algorithm consists of pairs (ei; ej), where ei is
an action of a state and ej is a transition. The input traces are words over this
alphabet, and the task of the inference algorithm is to output a �nite automaton
which accepts the desired language over A. This inference problem is clearly
equivalent to the synthesizing problem for statechart diagrams. For notational
convenience, in the sequel we discuss the inference of such regular languages.
There is a straightforward mapping from the resulting regular language to the
corresponding statechart diagram. The left hand sides of the symbols correspond
to the states and the right hand sides correspond to the transitions of a state-
chart diagram. The left hand sides of all the symbols related to the outgoing
transitions of a state in a conjecture have to be the same. Thus, they can be
placed as an action in a single state in the statechart diagram. The right hand
sides are used to label the outgoing transitions.

The designer starts by constructing typical sequence diagrams describing the be-
havior of the system. All traces from these sequence diagrams and their pre�xes
are stored in S in the beginning of the inference algorithm. No membership
queries are needed since the traces itself are in the unknown language but all
the proper pre�xes are not. Indeed, if a string ends with a symbol (ei; ej) with
ej 6= V OID, the membership query is not necessary since we know that the string
in question cannot belong to the unknown language.

There are also other application speci�c features in the synthesis process that
decrease the number of membership queries needed. Consider now a trace

e = (e1; e2)(e3; e4) : : : (ei�2; ei�1)(ei; ei+1) : : : (en�1; en);

which is in the unknown language. Since e is in S, then so is its pre�xes including
e = (e1; e2) : : : (ei�2; ei�1). The left hand side ei of (ei; ei+1) de�nes the action in
the state reached by the subtrace e = (e1; e2) : : : (ei�2; ei�1). Hence, we do not
have to make membership queries for strings e = (e1; e2) : : : (ei�2; ei�1)w, where
w = (ej ; ej+1) : : : (em�1; em) and ej 6= ei.

This suggests that we should maintain a structure containing the pairs of consec-
utive symbols appearing in the words known to belong to the desired language.
When the original algorithm MAT makes a membership query, we can check
whether all the pairs of consecutive symbols in the string in question are among
the valid ones. If not, we know that the answer to the query must be negative.
Such a structure is discussed in Chapter 4.

In a UML statechart diagram, a transition from a state to another state can
also be a so called completion transition. If a state has an outgoing completion
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transition, it cannot have any other outgoing transitions. In UML, a completion
transition without a guard (i.e., a condition that must hold to allow the tran-
sition to �re) is implicitly triggered by the completion of any internal activity
in a state [15] (p. 479). UML allows a completion transition without a guard
and a transition with an event trigger to be attached to a same state as leaving
transitions, although it is not a common practice. However, if the activity in the
state was an instantaneous one (i.e., an action), then the labeled transition would
never get a chance to �re. Hence, in MAS we do not allow a completion transition
and a labeled transition to be leaving transition of the same state. Two leaving
completion transitions, in turn, would result in a nondeterministic state.

In our regular language to be inferred this means that if, for some ei, there is a
symbol (ei; NULL), then (ei; ej) must always imply ej = NULL.

In what follows, we say that a regular language ful�lling the three conditions given
(the existence of end marker, the determinism concerning the left hand sides of
the terminal symbols, and the condition related to NULL) is state deterministic.

3 An overview of MAS

Being a minimally adequate teacher requires that the designer can answer two
kind of simple questions:

1. she must decide whether a given behavior is possible in the system she is
implementing (the membership queries)

2. she must accept or reject the output statechart diagram, and moreover,
if she rejects, a counterexample from the the symmetric di�erence of the
languages accepted by the output statechart diagram and the unknown
statechart diagram must be given (the equivalence queries).

In a very early stage of the software design process, \I don't know" answers to
membership queries might also be useful. However, we do not allow them here
since their proper treatment would make the synthesis algorithm considerably
more complicated. The reader is referred to [3] and the references given there for
theoretical results concerning so called limited membership queries to which \I
don't know" answers are possible.

MAS contains an observation table T containing the current information about
members and non-members of the unknown language. The rows of T are labelled
by the elements of (S [ S �A) where A is the alphabet of the symbols appearing
in the strings so far known to belong to the desired, and S is a pre�x-closed set
of strings in A�. The columns of T are labelled by the elements of a suÆx-closed
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set R. (A set is pre�x-closed if every pre�x of every member of the set is also in
the set. A suÆx-closed set is de�ned analogously.) If I is a set of words, then
let pref(I) stand for the set obtained from I by making it pre�x-closed without
deleting any words.

The entry for row s, s 2 (S [ S �A), and column r, r 2 R, equals T (s � r) which,
in turn, is 1, if u = s � r is in the unknown language U , otherwise T (u) = 0.
The bit string on the row labeled x in T is denoted by row(x). It is non-null,
if at least one of its entries is 1. An observation table is said to be closed if for
each t in S � A with a non-null row in the table there is an s in S such that
row(s) = row(t). An observation table is consistent if whenever s1 and s2 are in
S such that row(s1) = row(s2), for all a in A, row(s1 � a) = row(s2 � a).

The inference algorithm starts with S = R = ; and �rst asks membership queries
for � (the empty string) and for all symbols a in A. T is updated by the answers
of these queries. While T is not closed and consistent, new strings are added
to S and R, and the corresponding table entries are found out by membership
queries. When T is closed and consistent, the algorithm makes a conjecture, i.e.
an equivalence query. The algorithm halts if the teacher accepts the conjecture.
Otherwise, the counterexample updates T , and the while-loop is executed again.

Given a closed, consistent observation table T , the conjectured �nite automaton
M(T ) can be constructed by setting

� the state set as Q = frow(s) j s 2 sg

� the inital state as q0 = row(�)

� the set of �nal states as F = frow(s) j s 2 S and T (s) = 1g

� the set of �nal states as F = frow(s) j s 2 S and T (s) = 1g

� the transition relation as Æ(row(s); a) = row(s �a) for each s 2 S and a 2 A

such that s � a � t is known to be in the desired language for some t 2 A�.

On the contrary to Angluin's [2] original presentation we de�ne the transition
relation by using only words known to be in the desired language. Omitting the
other transitions cannot a�ect the correctness of the algorithm.

Following [11] we can now give MAS in greater detail. In order to simplify the
notations in the algorithm, we consider T as a function mapping (S [ S � A) � R
to f0; 1g. Hence, updating T to contain all the necessary values can be express
as \extend T to (S [ S � A) �R using membership queries".
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Algorithm MAS

Input: A set of sequence diagrams.
Output: A �nite automaton.
begin

let I be the set of traces obtained from the input sequence
diagrams;

let S = f�g [ I[ pref(I) and R = f�g;
let A be the set of symbols appearing in the input sequence
diagrams (A is augmented whenever a new symbol is found
in the information provided by the user);

extend T to (S [ S � A) �R using membership queries;
repeat

while T is not closed or not consistent do begin

if T is not consistent then
�nd s1 and s2 in S, a in A, and r in R

such that row(s1) = row(s2) and
T (s1 � a � r) 6= T (s2 � a � r);

add a � r to R;
extend T to (S [ S � A) � R using membership queries;

if T is not closed then
�nd s1 in S and a in A such that row(s1 � a) is
di�erent from row(s) for all s in S;

add s1 � a to S;
extend T to (S [ S � A) � R using membership queries;

end fwhileg
Construct M(T ) from T and conjecture M ;
if teacher replies with a counterexample t then
add pref(ftg) to S;
add new symbols in t to A;
extend T to (S [ S � A) � R using membership queries;

until the teacher replies yes;
Output M ;

end; f MAS g

Whenever the algorithm learns a new element to be in the desired language, it
checks that it is not contradicting with the previously known elements with re-
spect the general conditions given above.

The above algorithm outputs a �nite automaton. Actually, we need a statechart
diagram which is obtained by �ne tuning the output automaton as described
elsewhere in this paper and in [11]. The output �nite automaton is called the
underlying �nite automaton of the resulting statechart diagram.
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Note that the execution of the step \extend T to (S[S �A) �R using membership
queries;" can often be slightly speeded up by handling longer strings �rst. An
aÆrmative answer to a membership query concerning a long string is likely to be
more informative than an aÆrmative answer concerning a short string, simply
because longer strings usually contain more di�erent pairs of consecutive sym-
bols. These pairs can be later used to check the validity of other strings.

Implementing MAS in its given basic form is straightforward. However, any
implementation of MAS should take care of the consistency of the information
stored. This means that each answer given by the user should be checked against
the information stored in the observation table and in the other data structured
to be introduced later, and any inconsistency found should be reported.

In the following chapters we improve the algorithm to better meet the require-
ments of practical object-oriented design process. This makes the implementation
somewhat more diÆcult. The problems found are settled in the following chap-
ters.

4 Data structures allowing backtracking

It is possible that the user changes her mind or accidentally gives an incorrect
answer to a query. However, MAS always operates as if all the information so
far obtained were correct. Hence, we do not apply such concepts as \malicious
omissions and errors" or the corresponding inference algorithms introducted by
Angluin et al. in [3]. This means that we have to update the observation table
when incorrect information is detected in order to keep the observation table and
auxiliary data structures consistent. This task is the subject of this chapter.

Trie is a data structure for maintaining a set of strings over a given alphabet of
k symbols. The set is represented as a k-ary tree consisting of all the pre�xes of
the strings in the set (for details, see e.g. [12]).

MAS maintains a trie containing the strings known to be in the desired language.
This trie is referred to as W . Initially, W contains the information related to the
input set I. New information is inserting in W when the user gives a positive an-
swer to a membership query, or when she gives an counterexample not belonging
to the language accepted by the conjectured automaton.

Suppose now that MAS is looking for the correct value for an entry in the obser-
vation table T . It �rst checks that the string (say w) in question ends up with
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a symbol of the form (e; V OID). If so, it accesses W and compares the existing
links against w. There are three di�erent possibilities:

1. the links can be traversed to a leaf which means that the trie contains w;
the correct entry in T is, of course, 1,

2. w is of the form w = w1(ei; f)w2, where w1 is the longest possible common
pre�x of w and any string (say y) in W , and y continues with a symbol
(ej; g) where ei 6= ej; now we know that w cannot belong to the desired
language and the correct entry in T is 0, and

3. w is of the form w = w1(ei; f)w2, where w1 is the longest possible common
pre�x of w and any string y in W , and y continues with a symbol (ej; g)
where ei = ej (and hence, f 6= g); MAS cannot conclude the correct entry
in T , and a membership query is needed.

In the case (2) above, we conclude that w cannot be in the desired language. We
prepare ourselves to possible backtrack operations by maintaining lists of point-
ers to the concluded observation table entries in the nodes of W . If a trie node
is later deleted, the observation table entries concluded can be easily found by
following the pointers.

Inserting new elements to the trie is as straighforward as accessing. However,
problems arise when we have to delete a string from the structure because of a
found error or of a mind change of the user. The deletion itself is easy, but it is
possible that we have updated the observation table based on the existence of a
string, which now turns out to be erroneous. Hence, we have to check that all
observation table entries are concluded from existing trie elements also after the
deletion.

We use a trie structure in which we are able to eÆciently backtrack, and then re-
update the observation table if necessary, i.e., we use a structure that resembles
so called persistent data structures.

In an ordinary data structure an update destroys the old version, leaving only the
new version available for use. Such a data structure is called ephemeral. A data
structure is persistent, if it supports operations not only in the newest version
but also in all the previous versions of the structure. Persistent data structures
are systematically developed by Overmars [13] and Driscoll et al. [5].

There are straightforward, but ineÆcient, solutions to make a data structure per-
sistent: we can either store a copy of each version of the structure or store the
sequence of update operations and then build up the version desired from scratch.
Better methods for arbitrary linked structures are developed in [5]. We shall not
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discuss these general methods here. Instead, we descride a method of making
tries persistent in the sense needed in MAS.

Figure 1 shows the contents of W when the strings (a; b)(c; d)(e; f)(g; V OID),
(a; b)(c; d)(e; V OID), and (a; b)(c; h)(i; V OID) (in this order) are known to be in
the unknown language. Hence, the input set was I = f(a; b)(c; d)(e; f)(g; V OID)g,
and after that, the user has indicated by answering membership queries or by
given counterexamples that also (a; b)(c; d)(e; V OID), and (a; b)(c; h)(i; V OID)
are in the unknown language. Related to the nodes c, e and i there is a list of
pointers to the observation table entries given as observation table coordinates
of the form (xi; yi).

In what follows, the set containing the strings known to be in the desired lan-
guage is denoted as U . We index the elements in U according to the order they
are inserted in U . If there are n, n > 1, elements in the input set I, they are
arbitrarily indexed by the numbers 1; : : : ; n.

a

b

c

d

g

i

VOID

e

f

h

VOID

VOID

3

1

2

(x1,y1), (x2,y2)

(x3,y3)
(x4,y4)

Figure 1: A sample content of W .

Consider now what happens when a string is deleted from U . First, the corre-
sponding element is deleted from W . The algorithm might have concluded an
aÆrmative answer to a membership query because of the (now ceased) existence
of the string in question. Now, this entry in the observation table must be up-
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dated to be 0. The possible need for reconsidering the value of a table entry
can be concluded by checking the lists of coordinates along the path presenting
the element to be deleted from the trie structure. Note, however, that a change
in the value of an observation table entry is not necessarily needed. The string
corresponding to the observation table entry in question may contain other sub-
strings, from which a negative answer can be concluded (or the user can con�rm
by answering a membership query that the entry should be kept unchanged). It
is clear that a closed and consistent observation table can turn out to be not
closed and/or not consistent as a result of a change in U . This, in turn, can
imply further membership queries.

When a string w of U is deleted from the observation table, we also have to delete
any such pre�x of w that is not a pre�x of any string left in the observation table.

Notice that when a table entry is changed from 0 to 1, no further changes are
needed. The algorithm only checks that the new piece of information is consistent
with the rest of the information stored in the data structures.

Deleting a string from U causes changes also in the alphabet, if the only appear-
ance of a symbol (say (a; b)) was in the deleted string. This implies deletions
in the observation table: each row and column labeled with a string containing
(a; b) should also be deleted.

5 Interaction between the user and MAS

The purpose of this chapter is to introduce various methods for transfering ad-
ditional information to the synthesis algorithm in order to further decrease the
number of membership queries.

First, we describe how the user can mark \forbidden sequences" in the strings
appearing in membership queries. The algorithm maintains the set of all marked
substrings and is so prevented to make a new query with the same forbidden
substring. Second, we deal with the problem of keeping the statechart diagram
and the observation table consistent when the user edits the statechart diagram.
Third, we consider the problems related to the user's task to provide counterex-
amples if she does not accept the automaton conjectured by the algorithm.

5.1 Forbidden substrings

It is obvious to the user of MAS that certain sequences of messages cannot take
place, or equivalently, that certain substrings are not possible in the words be-
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longing to the desired language. It is, however, quite unreasonable to expect
that the user can list such invalid subwords beforehand. A user-friendly way to
transfer this information to the algorithm is to give to the user a possibility to
mark any subword of a membership query as invalid. This guarantees that the al-
gorithm does not make membership queries with the same invalid subword more
than once. Such a possibility increases the generality of the answers: instead
of neglecting a single word from the unknown language, we can neglect a whole
sublanguage of words containing the invalid pattern.

We need another trie (referred to as F ), which contains the forbidden substrings.
It is accessed if the correct answer cannot be concluded based on the information
stored in W . In the nodes of F , there are lists of pointers to the observation
table entries whose values are concluded from the trie element in question. Since
deletions should be possible also from F , it is maintained analogously to W , i.e.,
a deletion may cause changes in the observation table entry values.

Checking whether a given string contains any of F 's strings as its substring, is an
instance of a string matching problem where several patterns are searched from a
single text. This problem can be eÆciently solved by the Aho-Corasick algorithm
[1].

Note that F can contain strings of any length (> 1), and the set presented by
F is pre�x-free. Note also that the content of F must be consistent with the
information stored in W and in the observation table, i.e., F should not contain
a string appearing in W as a substring.

5.2 Editing the statechart diagram

Answering equivalence queries and providing a suÆcient set of sequence diagrams
as counterexamples can sometimes be quite tedious when de�ning the correct
statechart diagram. The user should have a more direct method to change the
conjecture. A typical object-oriented design tool allows the user to edit the stat-
echart diagram by adding new states and transitions, by deleting existing ones,
and by splitting and merging states.

So far, we have considered how to construct an automaton from a given consis-
tent and closed observation table. When the user is allowed to edit the statechart
diagram, we have to have a method for traversing also to the opposite direction
from the statechart diagram (or from the corresponding �nite automaton) to an
observation table that de�nes the original �nite automaton / statechart diagram.

Even a small editing operation in the statechart diagram may cause a major
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change in the observation table. Furthermore, the whole statechart diagram
might have been constructed manually. Hence, we obey the policy to always
build up the observation table from scratch.

In order to formulate an algorithm for building up the observation table for a
given statechart diagram, we have to de�ne some auxiliary concepts. We say
that a simple path in a �nite automaton is a path that does not visit any state
more than once. Hence, a simple path does not contain loops. A simple loop has
the same node in the beginning and in the end, and all other nodes are di�erent
from each other and from the one in the beginning and in the end. A self-loop
is a special kind of simple loop with only one transition. We have earlier de�ned
pref (I ) to stand for the set obtained from I by making it pre�x-closed without
deleting any words. Now we de�ne su� (I ) to be the analogous suÆx-closed set.
If B is a �nite automaton, then L(B) stands for the language accepted by B.

Algorithm BuildUp

Input: A statechart diagram D obtainted from a �nite automaton B.
Output: A consistent and closed observation table T with the sets S and R such
that T de�nes B.
begin

1. Let P be the set of strings related to the simple paths from the initial state
to the �nal state in B;

2. Let Q be the set of strings related to the simple loops in B;

3. for each y 2 Q do take some xyz 2 L(B) to P ;

4. Let S = pref (P) and R = su� (P);

5. Extend T to (S [S �A) �R by adding necessary rows for the strings in S �A
and by �lling up the entries by consulting B;

end f BuildUp g

It is clear that the observation table can be �lled up without consulting the user.
Moreover, the observation table obtained is closed and consistent, and it de�nes
B. Since all the simple paths from the initial state to the �nal state and their
pre�xes are inserted to S, and the same strings with their suÆxes to R, the
size of T can increase considerably. However, this should not cause any prob-
lems in practice, since queries to the user are not needed when �lling up the table.

As an example, consider the statechart diagram shown in Figure 2. It is related
to an alarm clock example discussed in [11]. There are following messages:
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1. message show current time, abbreviated as s ct,

2. message set new alarm time, abbreviated as set,

3. message show alarm time 5 secs, abbreviated as s at,

4. message alarm time reached, abbreviated as reached,

5. message buzzing, abbreviated as buzz, and

6. message turn alarm o�, abbreviated as o�.

The alphabet consists of the following action/event pairs: (s ct,set), (s at,NULL),
(s ct,reached), (buzz,o�), and (s ct,VOID).

Figure 2: A sample statechart diagram.

The underlying �nite automaton is shown in Figure 3, where the initial state is
denoted by q0 and the �nal state by q+. The algorithm �rst sets

P = f(s ct ;VOID); (s ct ; set)(s at ;NULL)(s ct ;VOID)g

and

Q = f(s ct ; set)(s at ;NULL)(s ct ; reached)(buzz ; o� ); (s at ;NULL)(s ct ; set)g:

The strings added to P are

(s ct ; set)(s at ;NULL)(s ct ; reached)(buzz ; o� )(s ct ;VOID)

and
(s ct ; set)(s at ;NULL)(s ct ; set)(s at ;NULL)(s ct ;VOID):

The observation table output by the algorithm BuildUp is shown in Table 1. It
is easy to verify that it indeed de�nes the �nite automaton of Figure 3. Note
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q0

q+

(s_ct,set)
(s_ct,VOID)

(s_ct,VOID)

(buzz,off)

(s_ct,reached)

(s_at,NULL)

(s_ct,set)

Figure 3: The underlying �nite automaton of the statechart diagram shown in
Figure 2.

that we have omitted the rows corresponding to the strings not in S from Table
1. However, these rows are needed when further iterations of MAS are executed.
The fact that the table in question is closed and consistent follows from the con-
struction.

T r1 r2 r3 r4 r5 r6 r7 r8 r9 r10

� 0 1 0 1 0 0 0 1 0 1
(s ct,VOID) 1 0 0 0 0 0 0 0 0 0
(s ct,set) 0 0 1 0 0 0 1 0 1 0
(s ct,set)(s at,NULL) 0 1 0 1 0 1 0 1 0 1
(s ct,set)(s at,NULL)(s ct,VOID) 1 0 0 0 0 0 0 0 0 0
(s ct,set)(s at,NULL)(s ct,reached) 0 0 0 0 1 0 0 0 0 0
(s ct,set)(s at,NULL)(s ct,reached)(buzz,o�) 0 1 0 1 0 0 0 1 0 1
(s ct,set)(s at,NULL)(s ct,reached)(buzz,o�)(s ct,VOID) 1 0 0 0 0 0 0 0 0 0
(s ct,set)(s at,NULL)(s ct,set) 0 0 1 0 0 0 1 0 1 0
(s ct,set)(s at,NULL)(s ct,set)(s at,NULL) 0 1 0 1 0 1 0 1 0 1
(s ct,set)(s at,NULL)(s ct,set)(s at,NULL)(s ct,VOID) 1 0 0 0 0 0 0 0 0 0

Table 1: Observation table with columns
r1 = �,
r2 = (s ct ;VOID),
r3 = (s at ;NULL)(s ct ;VOID),
r4 = (s ct ; set)(s at ;NULL)(s ct ;VOID),
r5 = (buzz ; o� )(s ct ;VOID),
r6 = (s ct ; reached)(buzz ; o� )(s ct ;VOID),
r7 = (s at ;NULL)(s ct ; reached)(buzz ; o� )(s ct ;VOID),
r8 = (s ct ; set)(s at ;NULL)(s ct ; reached)(buzz ; o� )(s ct ;VOID),
r9 = (s at ;NULL)(s ct ; set)(s at ;NULL)(s ct ;VOID), and
r10 = (s ct ; set)(s at ;NULL)(s ct ; set)(s at ;NULL)(s ct ;VOID).
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5.3 Providing counterexamples

The task of providing counterexamples is the most diÆcult part of using MAS.
Hence, the user interface should support the user to �nd proper counterexamples
and to check their consistency with the other information available.

Suppose that MAS has output a statechart diagram with B as the undelying
�nite automaton and that the user does not accept the conjecture. The user is
now expected to provide a counterexample. If she gives a positive counterexam-
ple w, i.e., a string not in L(B), MAS should change the conjecture so that w is
contained in L(B). Otherwise, the user gives a negative counterexample (a string
w in L(B)) and MAS should omit w from L(B).

The normal way to give a positive counterexample is to present an extra sequence
diagram, which is then transformed to a trace as explained earlier. When the
user gives her counterexample, the interface should con�rm whether or not it is
in L(B), so that she can be sure that the counterexample is of the desired type.
An instructive way of telling this is to animate the function of the conjectured
statechart diagram with the input w. This ensures that the counterexample has
the desired e�ect to the statechart diagram.

The task of giving a negative counterexample is often natural to replace by editing
the statechart diagram. For example, deleting a transition from the statechart
diagram is equivalent with giving a set of negative counterexamples, which are
now longer accepted by the statechart diagram when the transition is missing.

An easy method to de�ne a very general type of negative counterexamples is to
allow the user to select paths from the conjectured statechart diagram by clicking
its states on the screen. Suppose the user clicks a pair of states s1 and s2 one
after another. This can be interpreted so that all paths from state s1 to state s2
are forbidden. In other words, all the substrings of the form (a; x)y(b; z), where a
and b are the actions related to the states s1 and s2, respectively, x and z are any
messages, and y is any sequence of pairs, are forbidden. Hence, by clicking states
we can de�ne even more general classes of strings as forbidden than by marking
substrings in membership queries.

It is known that membership queries are not necessary for a polynomial time
inference algorithm for regular languages if the teacher always provides (lexico-
graphically) smallest counterexamples (see e.g. Birkendorf et al. [4]). This result
does not help us, since it is unreasonable to expect the user to provide smallest
counterexamples to the algorithm. However, the chosen counterexamples also
have their e�ect to the eÆciency of MAS: short (positive) counterexamples are,
of course, desirable.
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6 The UML sequence diagram notation

So far, we have studied MAS for synthesizing statechart diagrams from simple
UML sequence diagrams that consist only of objects (vertical lines) and message
calls (horizontal arcs). The UML sequence diagram notation [14, 15], however,
is much richer. It contains, for instance, the following notation concepts: con-
ditional branching, iteration, recursion, explicit return messages, and destruction
of objects. In addition, states of objects can be attached to a sequence diagram.
Next we will study how these concepts can be taken into account when synthe-
sizing a UML statechart diagram from a set of sequence diagrams using MAS.

The statechart diagram synthesis process consists of two distinct phases: form-
ing the trace and applying MAS. The sequence diagram notation concepts are
interpreted and managed in the �rst phase, i.e., they are explained and added to
the trace when the sequence diagram is read. Thus, these concepts do not cause
any major changes to MAS itself.

In Section 2 we showed how the trace, consisting of pairs (ei; ej), where ei is a
sent message that maps to an action of a state and ej is a received message that
maps to a transition, is formed. A received message causes the object to react
and possibly to perform an action. In some cases, the reaction of the object may
also depend on a primitive condition. Such conditions appear, for instance, in
conditional and iteration expression as guard conditions. Thus, in addition to a
received message, the right hand side of a pair might also represent a condition
that is mapped to a guard condition of a transition in the resulting statechart
diagram.

MAS de�nes the states by their actions, not by their names. However, the UML
sequence diagram notation allows state symbols (with state names) to be at-
tached to a lifeline of the object to show a change of states [15]. This encourages
us to extend the structure of the trace items from a tuple to a triple: in a trace
item (ei; ej ; ek), ei is a sent message, ej is a received message, and ek is a name of
the state in which ei is an action. The proposed change does not require major
changes in MAS. The algorithm can determine that a certain action can be exe-
cuted after a particular received message (a state merge) only if both the action
and the state name allows that. Thus, a state name is used by MAS when the
action part (sent message) of the same trace item is used, giving stronger require-
ments for a state merge. The state name is also needed for interpreting iteration
expressions. However, in most cases the state name is NULL. For simplicity, we
use tuples in such cases.
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6.1 Conditional branching

UML sequence and collaboration diagrams may contain messages whose execu-
tion depends on the truth of a condition-clause. The condition-clause is attached
to the message label, before the actual message name. UML does not de�ne
the format of the condition-clause. It is typically expressed in pseudocode in
square brackets. A conditional branching is shown by multiple arrows leaving a
singe point, each labeled by a guard condition. Depending on whether the guard
conditions are mutually exclusive, the construct may represent conditionality or
concurrency [15].

If the conditions are mutually exclusive (conditional branching) and the guards
do not cover all possible case (e.g., [x > 0] and [x < 0], when x = 0 is not in-
cluded in either of the cases), either of the branches is taken and the next arrow
is considered. If the arrows do not leave a single point, then they are considered
separately, not depending on each other.

The notation used to express conditional structures in UML sequence diagrams
is rather clumsy, especially for expressing nested conditional structures. When
such structures are nested to more than two levels, the sequence diagrams become
diÆcult to read and write.

When constructing a trace for MAS, a conditional branching is interpreted as a
shorthand notation for several merged sequence diagrams, each of them express-
ing one branch in the structure. Moreover, from the sender's point of view, the
name of the message is parsed so that the guard condition itself is considered
as a received message (and thus will be mapped to a transition in the resulting
statechart diagram) and the message name as a normal sent message. From the
receiver's point of view, only the actual message name (without the guard con-
dition) is considered.

As an example, consider the sequence diagram in Figure 4 from the point of view
of the a:A participant. The conditional branching causes the following two se-
quences of pairs to be added to the trace:

1. (NULL; op())(NULL; [x > 0])(f(); NULL)(h();. . .

2. (NULL; op())(NULL; [x < 0])(g(); NULL)(h();. . .

6.2 Iteration

An iteration expression can be used to mark an iteration of a connected set
of messages. The iteration expression consists of an iteration marker \*", an
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Figure 4: A UML sequence diagram with the conditional brancing, iteration, and
destruction of an object.

iteration-clause, and the message to be iterated. In addition to that message,
all the other messages between the iteration expression and the corresponding
return message are iterated as well. The iteration marker indicates that the mes-
sages are iterated zero or more times. The iteration-clause shows the details of
the iteration variable and condition, but it may be omitted (in which case the
iteration conditions are unspeci�ed) [15]. As in the case of a condition-clause,
the UML does not de�ne the format of the condition in the iteration clause. The
iteration-clause is typically expressed in pseudocode in square brackets. Note
that a branch is notated the same as an iteration without the iteration marker.

As a default, the connected messages in an iteration expression are executed se-
quentially. For expressing concurrently executed messages, a star followed by a
double vertical line (�k) is used, for example, �[i := 1::n]kq[i]:calculateScore() [15].

The iteration expression can only be used to express iteration of connected mes-
sages. In some cases, it would be desirable to model repetition of a set of sequent,
disconnected messages. Such a notation could be used, e.g., to express repetition
of behavioral patterns [18]. This is not supported in UML sequence nor collabo-
ration diagrams.

Consider an iteration expression *[x] foo() when constructing a trace for MAS.
From the receiver's point of view, only the message name in an iteration expres-
sion is considered. From the sender's point of view, the iteration expression is
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handled in the following way:

1. A trace item (NULL; [x]; Iteration n), where n is a consecutive number of
the iteration expression, is added to the trace.

2. The message foo() is interpreted as a normal sent message.

3. After the retun message of the iteration expression has been read, an addi-
tional trace item (NULL;NOT [x]; Iteration n) is added to the trace. The
new conditional expression negates the iteration clause.

As an example, consider the sequence diagram in Figure 4. The complete traces
from the point of view of the a:A participant are the following:

1. (NULL; op())(NULL; [x > 0])(f(); NULL)(h(); NULL)(NULL; [i : 1::n];
Iteration 1)(foo(); NULL)(NULL;NOT [i : 1::n]; Iteration 1)(NULL;

DESTROY ED)

2. (NULL; op())(NULL; [x < 0])(g(); NULL)(h(); NULL)(NULL; [i : 1::n];
Iteration 1)(foo(); NULL)(NULL;NOT [i : 1::n]; Iteration 1)(NULL;

DESTROY ED):

A condition-clause and its negation are attached as labels of the outgoing tran-
sition of a state that names the iteration in the resulting statechart diagram.
Condition clauses of di�erent iteration expressions should not be mapped with
outgoing transitions of the same state. Hence, individual state names are given
for determining the states and thus avoiding unnecessary membership queries.

6.3 Recursion

An activation of an object is shown as a double solid lifeline in a sequence di-
agram. When an operation of an object is called, the object is activated. In a
recursive call, the control reenters the object (a call of the same or another oper-
ation) while the �rst call is still active. Recursion is shown in a sequence diagram
by stacking the activation lines: the second activation region is drawn slightly
to the right of the �rst one. Stacked calls may be nested to an arbitrary depth [15].

Note that the recursive call may or may not be an activation of the same op-
eration. Thus, the recursion indicates object recursion rather than operation
recursion. If the recursive call is labelled di�erently than the currently active
call, then it represents a normal operation call (of the same object). If the names
are the same, it represents operation recursion.

MAS considers recursive calls as normal messages.
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6.4 An object calling its own operation

In UML sequence diagrams, operation calls are drawn as arcs from the lifeline of
the sender object to the lifeline of the receiver object. An object may also call
its own operations. Such a self message is drawn as an arc that leaves and curves
back to the lifeline of that object.

MAS considers a self message as a sent message, since it can be interpreted as an
internal action of an object.

6.5 States in sequence diagrams

In a UML sequence diagram, a state symbol can be attached to a certain point
of a lifeline of an object to show a state change and to name the activated state.
An arrow can be drawn to enter the state symbol to indicate the message that
caused the state change [15].

Figure 5: A UML sequence diagram with three state symbols.

Note that the message drawn to the state actually corresponds to a transition
that yields to that state, i.e., the state drawn in the sequence diagram represents
the new state after the object has received the message. When constructing a
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trace for MAS, the message that caused the state change is interpreted as a nor-
mal received message. The name of the state is added as a third component in an
appropriate trace item. If there is a sent message following the state symbol, the
name of the state is added to the same trace item as this message. If a received
message follows the state symbol, the name of the state and the received message
are placed in consecutive trace items.

Figure 5 shows a sequence diagram with three state symbols. A trace constructed
for the object c:Component is the following:

(x(); select(); READY )(NULL; y(); SELECTED)(NULL; select())(NULL;

V OID;UNSELECTED)

7 Conclusions

We have earlier [11] described the basic properties of MAS, a synthesis algorithm
based on Angluin's framework of minimally adequate teacher. In this paper we
sharpened our ideas by considering various features to be �xed when implement-
ing the algorithm.

It has turned out that the key concept in using MAS is the interaction between
the user and the algorithm. The user can improve the performance of MAS by
transfering additional information to it in forms of edit operations, marking for-
bidden substrings, and providing desirable counterexamples. On the other hand,
MAS can support the user, for example, by telling the status of a counterex-
ample, or by constructing a new observation table from the result of user's edit
operations.

An important factor in the use of MAS is the number of membership queries
needed. The improvements introduced in Chapter 5 all aim at decreasing that
number. Our next goal is to run MAS on various design tasks in order to estimate
the average need of membership queries in practical situations, and to �nd out
possible problematic situations where membership queries are needed more than
usual.

The statechart diagram synthesis using MAS consists of two phases: constructing
a trace based on the information given in sequence diagrams and applying MAS.
The UML sequence diagram notation is an extension of a basic MSC notation,
containing, for instance, algorithmic constructs. As shown in Chapter 6, these
extensions can be interpreted and taken into account when constructing the trace.
No signi�cant changes are needed for MAS itself. Thus, using MAS for the
statechart diagram synthesis does not require any restrictions nor extensions to
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the UML sequence diagram notation.
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